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Executive Summary
Legal organizations enter 2026 facing a credibility crisis in the making. The profession that advises clients on AI 
regulations, drafts AI governance policies, and litigates AI-related disputes has itself implemented some of the 
weakest AI governance capabilities measured in this study. The contradictions are stark: 7% transparency (33 
points below global average) in a profession built on disclosure obligations; 0% isolated training environments in 
firms handling the most privileged information; 20% regulatory compliance board attention in organizations that 
counsel others on compliance.

The gap isn’t in understanding—lawyers know the regulations. It’s in application. Legal organizations appear to 
have treated AI governance as a client service rather than an internal imperative. As AI transforms legal practice—
contract analysis, legal research, document review, case prediction—the profession’s own governance gaps create 
exposure that legal training should have prevented.

This sector analysis draws from a survey of 225 security, IT, compliance, and risk leaders globally, with 15 
respondents representing legal organizations. The findings reveal a profession that understands AI governance 
intellectually but hasn’t operationalized that understanding internally. Five predictions emerge from these 
patterns—each representing risks that legal organizations’ own expertise should have identified and mitigated.

Transparency 
gaps will create 
malpractice 
exposure as 
clients discover 
undisclosed AI use

Zero isolated 
training 
environments will 
lead to privilege 
breaches and 
confidentiality 
failures

Weak technical 
controls will expose 
client data that 
ethical obligations 
require protecting

Board inattention 
to compliance 
will leave firms 
unprepared for AI-
specific regulations

The profession’s 
credibility gap 
will undermine 
AI advisory 
practices
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Where Legal Leads or Shows Strength

Where Legal Trails (Critical Gaps)

Capability Global Legal Advantage

Automatic revocation/DRM 25% 40% +15 points

Data sovereignty (board) 13% 27% +14 points

Security metrics & KPIs (board) 24% 33% +9 points

Model explainability documentation 26% 33% +7 points

Skills gap/workforce (board) 14% 20% +6 points

Software supply chain (board) 8% 13% +5 points

AI data gateway 35% 40% +5 points

Human oversight for high-stakes 46% 47% +1 point

Capability Global Legal Gap

Transparency/disclosure 40% 7% -33 points

Overall cyber posture (board) 54% 27% -27 points

Isolated training environments 26% 0% -26 points

AI impact assessments 37% 13% -24 points

AI data gateway monitoring 37% 13% -24 points

Bias/fairness audits 29% 7% -22 points

Third-party AI policy & attestations 33% 13% -20 points

Regulatory compliance (board) 40% 20% -20 points

Encryption (training data) 39% 20% -19 points

PIAs/DPIAs 25% 7% -18 points

Immutable audit trails 25% 7% -18 points

Data breach response (board) 42% 27% -15 points

Dataset access controls 35% 20% -15 points

Pre-training validation 22% 7% -15 points

Drift monitoring 22% 7% -15 points

AI incident taxonomy & playbooks 27% 13% -14 points

Data minimization & masking 41% 27% -14 points

Privacy-preserving techniques 33% 20% -13 points

Legal vs. Global: Capability Profile
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Opportunity
Implement AI disclosure policies immediately, before bar rules mandate 
them. Document which legal tasks involve AI assistance. Develop client 
communication templates for AI disclosure. Treat AI transparency as an 
extension of existing candor obligations—because that’s how bar associations 
and courts will view it.

The transparency gap is Legal’s most damning finding—and the 
most ironic. At just 7%, the sector trails the global average by 
33 points, the largest single gap identified in this entire study. 
For a profession where disclosure obligations are foundational—
where concealment can constitute fraud, breach of fiduciary 
duty, or ethical violation—this represents a fundamental 
contradiction.

Legal AI increasingly performs substantive work: drafting 
contract language, researching case law, analyzing documents 
for relevance and privilege, predicting case outcomes. Clients 
increasingly expect disclosure when AI contributes to legal 
work product. Bar associations are developing AI disclosure 
requirements. Yet 93% of legal organizations haven’t 
implemented transparency practices that would enable 
appropriate disclosure.

Key Insight

The profession built on disclosure 

obligations has the worst transparency 

practices of any sector measured. 

The 33-point gap represents not just 

a governance failure but a potential 

ethical violation as AI disclosure 

requirements crystallize.

Transparency Capability Global Legal Gap

Transparency/disclosure 40% 7% -33 points

Content authenticity/disclosure 30% 20% -10 points

Model explainability documentation 26% 33% +7 points

Prompt/output logs 25% 13% -12 points

Prediction #1: Transparency Gaps Will Create Malpractice Exposure From 
Undisclosed AI Use

Five Gap-Driven Predictions for Legal in 2026

By 2026, law firms will face malpractice claims and bar disciplinary actions arising from AI use that wasn’t 
disclosed to clients—a failure of the transparency obligation that defines legal practice.
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The Gap
Legal handles the most privileged 

information in existence yet has the 

weakest training environment controls. The 

0% isolated environment rate means client 

data commingling is structurally enabled 

rather than architecturally prevented.

The zero-percent finding on isolated training environments 
is alarming for any sector—but catastrophic for Legal. Law 
firms handle the most privileged information in existence: 
attorney-client communications, work product, litigation 
strategy, M&A plans, and confidential business information 
protected by legal professional privilege worldwide.

When AI systems train on legal data without isolated 
environments, client information can leak between matters, 
between clients, and potentially into systems accessible 
beyond the firm. The 0% adoption rate means every legal 
organization in the sample has failed to implement the 
basic architectural control that prevents training data from 
one client from influencing outputs for another. This isn’t a 
technical oversight—it’s a privilege protection failure.

Opportunity
Implement isolated training environments immediately as a privilege protection 
measure. Treat training environment architecture as an extension of ethical 
walls and conflict systems. Ensure AI systems handling client data cannot leak 
information between matters or clients. This is a professional responsibility 
imperative, not just a technical best practice.

Training Environment Control Global Legal Gap

Isolated training environments 26% 0% -26 points

Dataset access controls 35% 20% -15 points

Pre-training validation 22% 7% -15 points

Data minimization & masking 41% 27% -14 points

Prediction #2: Zero Isolated Training Environments Will Lead to Privilege Breaches

By 2026, law firms will experience privilege waivers and confidentiality breaches arising from client data 
commingled in AI training environments—breaches that isolated environments would have prevented.
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Legal trails global benchmarks by double digits across 
every technical control category except AI data gateway 
deployment (where it leads slightly at 40%). Encryption 
sits at 20% (19 points below average), access controls at 
20% (15 points below), and gateway monitoring at 13% (24 
points below). The sector has deployed gateways but isn’t 
encrypting data, controlling access, or monitoring flows.

Bar rules require lawyers to make reasonable efforts to 
prevent unauthorized access to client information. Model 
Rules of Professional Conduct Rule 1.6(c) specifically 
addresses technology competence obligations. The 
technical control gaps documented here raise questions 
about whether legal organizations are meeting their ethical 
obligations to protect client data in AI systems.

Key Insight
Legal’s technical control gaps may 

constitute ethical violations, not just 

governance shortfalls. Bar rules require 

reasonable efforts to protect client 

information—gaps this severe challenge 

the “reasonable efforts” standard.

Opportunity
Implement technical controls as an ethical compliance measure. Encrypt all AI 
training data containing client information. Deploy access controls that limit data 
exposure to authorized personnel and matters. Activate monitoring on deployed 
gateways. Document technical safeguards to demonstrate reasonable efforts 
under professional responsibility rules.

Prediction #3: Weak Technical Controls Will Expose Client Data

By 2026, law firms will suffer data breaches exposing client information that ethical obligations required them 
to protect—breaches enabled by technical control gaps that would be unacceptable in less sensitive contexts.

Technical Control Global Legal Gap

Encryption (training data) 39% 20% -19 points

Dataset access controls 35% 20% -15 points

Privacy-preserving techniques 33% 20% -13 points

Immutable audit trails 25% 7% -18 points

AI data gateway monitoring 37% 13% -24 points
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Prediction #4: Board Inattention Will Leave Firms Unprepared for AI-Specific Regulations

By 2026, legal organizations will be caught unprepared by AI-specific regulations that their own practice areas 
should have anticipated—because board attention to regulatory compliance and cyber risk dramatically trails 
global averages.

Board Attention Area Global Legal Gap

Overall cyber risk posture 54% 27% -27 points

Regulatory compliance status 40% 20% -20 points

Data breach response 42% 27% -15 points

AI governance/responsible AI 46% 40% -6 points

Data sovereignty & cross-border 13% 27% +14 points

Security metrics & KPIs 24% 33% +9 points

Legal shows a paradox in board attention: trailing on 
regulatory compliance (20% vs. 40% global) while leading 
on data sovereignty (27% vs. 13%). This suggests leadership 
attention has focused on cross-border data issues—a 
natural concern for international legal practice—while under-
weighting the broader regulatory compliance landscape.

The 20% regulatory compliance attention rate is particularly 
ironic for a profession that advises clients on compliance. 
Legal organizations counsel others on AI regulations while 
their own boards under-attend to regulatory compliance by 
20 points versus global averages. As AI-specific regulations 
proliferate, this attention gap will produce preparation gaps.

The Gap
The profession that advises on regulatory 

compliance has the lowest board attention 

to compliance of any sector measured. 

The 20-point gap represents a credibility 

vulnerability and an operational blind spot.

Opportunity
Elevate AI regulatory compliance to board priority. Monitor emerging AI 
regulations with the same rigor applied to client advisories. Ensure internal 
compliance preparation matches the guidance provided to clients. The 
profession’s credibility depends on practicing the compliance discipline it advises.
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Prediction #5: The Profession’s Credibility Gap Will Undermine AI Advisory Practices

By 2026, law firms’ AI advisory practices will face credibility challenges as clients discover that legal advisors 
haven’t implemented the governance they recommend—and in some cases, trail every other industry.

Credibility Indicator Global Legal Position

Transparency/disclosure 40% 7% Last place

Isolated training environments 26% 0% Last place

Regulatory compliance (board) 40% 20% Last place

Encryption (training data) 39% 20% Near last

Bias/fairness audits 29% 7% Near last

PIAs/DPIAs 25% 7% Tied last

Law firms increasingly advise clients on AI governance, 
regulatory compliance, and risk management. The sector’s 
gaps in these exact areas create credibility vulnerabilities 
that sophisticated clients will identify. When legal 
advisors recommend transparency practices they haven’t 
implemented (7%), isolated environments they haven’t 
deployed (0%), or compliance attention they haven’t 
prioritized (20%), advisory credibility suffers.

The gaps documented in this analysis aren’t peripheral 
capabilities—they’re the core governance practices that 
legal AI advisory practices address. Firms advising on AI 
transparency while maintaining 7% internal adoption face 
obvious credibility challenges. The profession’s advisory 
revenue depends on expertise the data suggests hasn’t 
been applied internally.

Key Insight
Legal advises clients on AI governance 

while trailing global averages—and in 

several cases, every other industry—on 

implementing that governance. This 

credibility gap will increasingly affect client 

confidence in legal AI advisory services.

Opportunity
Close governance gaps before they undermine advisory credibility. Implement the 
transparency, technical controls, and compliance practices that legal AI advisory 
recommends to clients. Position internal governance as a demonstration of advisory 
expertise. The profession cannot credibly advise on governance it hasn’t implemented.
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The data points to five priority investments for legal organizations preparing for 2026. These aren’t optional 
improvements—they’re professional responsibility imperatives that address governance failures with direct 
ethical implications.

Strategic Recommendations for Legal Organizations

1. Implement AI Transparency and Disclosure Practices Immediately
Close the 33-point transparency gap by establishing AI disclosure policies before bar rules mandate them. 
Document which legal tasks involve AI assistance. Develop client communication templates for AI disclosure. 
Create matter-level records of AI use that support disclosure obligations. Transparency in legal AI isn’t just good 
governance—it’s an extension of existing candor and disclosure obligations.

2. Deploy Isolated Training Environments as Privilege Protection
Address the 0% isolated environment rate by implementing architectural controls that prevent client data 
commingling. Treat training environment isolation as an extension of ethical walls and conflict systems. Ensure AI 
systems cannot leak information between matters or clients. Document isolation controls to demonstrate reasonable 

efforts under professional responsibility rules.

3. Implement Technical Controls to Meet Ethical Obligations

Close encryption (19-point gap), access control (15-point gap), and monitoring (24-point gap) deficits by deploying 
technical safeguards that demonstrate reasonable efforts to protect client information. Bar rules require competence 
in technology affecting client representation—these gaps challenge that standard. Implement controls and document 
them for ethical compliance purposes.

4. Elevate Regulatory Compliance to Board Priority

Address the 20-point regulatory compliance attention gap by ensuring board focus matches client advisory 
emphasis. Monitor emerging AI regulations with the same rigor applied to client work. Prepare for AI-specific 
compliance requirements before they take effect. The profession’s credibility depends on demonstrating the 
compliance discipline it advises.

5. Align Internal Governance With Advisory Recommendations

Ensure internal AI governance implementation meets or exceeds the standards legal organizations recommend 
to clients. Close gaps in transparency, technical controls, and compliance that create credibility vulnerabilities. 
Position internal governance as a demonstration capability for advisory practices. The profession cannot credibly 
advise on governance it hasn’t implemented.



Data Security and Compliance Risk: 2026 Forecast Report

Copyright © 2025 Kiteworks. Kiteworks’ mission is to empower organizations to effectively manage risk in 
every send, share, receive, and use of private data. The Kiteworks platform provides customers with a Private 
Data Network that delivers data governance, compliance, and protection. The platform unifies, tracks, 
controls, and secures sensitive data moving within, into, and out of their organization, significantly 
improving risk management and ensuring regulatory compliance on all private data exchanges. 
Headquartered in Silicon Valley, Kiteworks protects over 100 million end-users and over 1,500 global 
enterprises and government agencies.

www.kiteworks.com January 2026

Legal enters 2026 facing a contradiction that strikes at the profession’s core value proposition: expertise. 
Lawyers advise clients on AI regulations, draft AI governance policies, litigate AI-related disputes, and counsel 
on compliance obligations. The profession’s authority rests on superior understanding of legal requirements and 
best practices.

The data challenges that authority. The profession that advises on transparency has the lowest transparency rate 
measured (7%). The sector handling the most privileged information has zero isolated training environments. The 
industry counseling on regulatory compliance shows the least board attention to compliance (20%). These aren’t 
gaps in peripheral capabilities—they’re failures in the exact areas where Legal claims expertise.

The irony compounds the risk. When a manufacturing firm lacks AI governance, it faces operational and 
regulatory exposure. When a law firm lacks AI governance, it faces that exposure plus credibility damage to its 
advisory practice plus potential professional responsibility violations. The profession’s expertise claims create 
accountability that other sectors don’t face.

The gaps documented in this analysis represent more than governance shortfalls. They represent potential 
ethical violations under professional responsibility rules requiring reasonable efforts to protect client information 
and competence in technology affecting client representation. Bar associations are developing AI-specific 
guidance that will crystallize these obligations. Firms that close gaps now will demonstrate leadership. Those 
that don’t will face disciplinary exposure alongside operational risk.

Legal built its value on expertise and judgment. Extending that value to AI governance means implementing 
the practices the profession advises—not as a competitive differentiator, but as a professional obligation. The 
sector that councils others on compliance must first comply itself. 2026 will determine whether Legal meets that 
standard or becomes the cautionary example of expertise without implementation.

Research based on survey of 225 security, IT, compliance, and risk leaders globally, with 15 respondents representing legal organizations. 97% 
represent organizations with 1,000+ employees. Survey fielded Q4 2025.

From Policy to Practice

For the complete report with detailed methodology, 
industry breakdowns, and regional analysis, 
download it now.

Download the Report

Data Security 
and Compliance
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Report
AI Adoption Is Accelerating. 
Governance Is Stalling. The 
Reckoning Is Coming.
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